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Neural Network Potential in Computational Chemistry

Many-body Schrodinger Equation
• QMA-Hard: harder than NP-Hard
• Intractable even on quantum computers

Coupled Cluster Theory CCSD(T)
• Scale as Θ "#

• Very small molecules

Molecular Mechanics (Force Fields)
• Scale as ~Θ "
• DNA, proteins, etc.

Density Functional Theory (DFT)
• Scale as Θ "%

• Small molecules 1998
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Exact solution

Can we 
be here?

We have to 
compromise to the 
computational 
power through 
approximation...

Quantum mechanics is great and 
accurate, but too expensive for big 
biomolecules like proteins and DNAs. 
Classical mechanics is fast but has many 
unphysical points...

How about using a deep neural network 
that can be evaluated at a cost comparable 
to classical mechanics, and train to 
quantum data?
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Architecture Example

MO Energies vs Potential Energy

Parameters and Results

Extract features from AEV
by different Atom network

Get Correction by network

1. Atoms pair-wise Interaction 
2. Exponential Interaction 
Decay

Get a variable-length final 
output

1. Base energies  + 
Correction by network
2. Sort

Generate a fixed-size
Environment representing of 
molecule (AEV)

One point for each molecule, which is the total energy of molecule at 0 KPotential Energy

MO Energies

Application: Molecular Dynamics, since the derivative of 
potential to coordinates is force.
So it could be used to predict molecule movement.

Variable-length points for each molecule.

Application: Semiconductors, Photon-chemistry and Organometallic 
Chemistry, and dive deeper of the molecule

TorchANI
Our previous work to

predict Potential Energy

Base MO Energy 
by putting
atom’s Atomic 
Energies 
together.
Atomic Energy got by
running Gaussian 
for each single Atom

Currently: HCNO are supported

Sort the Atomic 
Energies to get 
good base MO 
Energies

Final output

Base MO 
Energies + 
Correction by 
network.

Absolute error 
changes with 
training iterations

Example of  test molecule C2NH5
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Ø Dataset: 
MO Energies are extracted from part of (1/4) checkpoints files of ANI-1x datasets 
0.9 M datapoints for training
0.1 M datapoints for validation

Ø Batch Size: 1000
Ø Optimizer: Adam
Ø Training Process: 

• First 1000 epochs are trained for all MO energies
• After 1000 epochs, Loss function is changed to optimize the minimal basis set of 

MO
Energies, since 6-31G(d) calculated too many virtual orbitals. And every 10 
iterations, loss function will change to all basis set for one iteration.

Ø Result (minimal basis counted):
• After 1000 epochs: training _rmse is 8.0111 kcal/mol , val_rmse is 8.0221kcal/mol
• After 4000 epochs: training _rmse is 5.5680 kcal/mol, val_rmse is 6.4262 kcal/mol
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